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Abstract: The risk of flooding is a destructive natural
hazard, and it is increasing due to heavy rainfall and anthro-
pogenic factors. Hydrologic–hydraulic models serve as valu-
able tools for flood forecasting and predicting future flow
patterns. These models evaluate and simplify processes
in ungauged basins. In this study, three hydrologic models
(soil conservation service [SCS], Snyder, and Temez) were
used to calculate synthetic unit hydrographs for the Humaya
and Tamazula River (H-T-R) basin. Additionally, the flows
derived from the three models were simulated in Hydrological
Engineering Center River Analysis System for various return
periods (2, 5, 10, 25, 50, and 100 years). The accuracy of the
models SCS, Snyder, and Temez was evaluated using the root-
mean-square error (1162.44, 144.76, and 2890.6); Nash–Sutcliffe
efficiency (−51.12, 0.19, and −312.28); R2 (0.97, 0.94, and 0.94), and
kappa index (0.8534, 0.9895, and 0.7155), respectively. The data
used in this study were obtained from a hydrometric station
located on the Culiacan River. The main findings indicate that

the Snyder model demonstrated a better predictive capability
compared to the Temez and SCS models, albeit with a tendency
to overestimate. Simulated flood depths are deeper in the
upstream areas, particularly upstream from the Musala Island
bifurcation on the Tamazula River, with values of 11.82m for SCS,
9.76m for Snyder, and 13.5m for Temez. The simulation revealed
potential overflow zones along the Tamazula River, particularly
at the channel bifurcation and near the confluence with the
Humaya River, during the 100 year return period simulation.

Keywords: hydrologic model, hydraulic simulation, floods,
HEC-RAS, hazard, floods

1 Introduction

Natural events, such as heavy rainfall, combined with
anthropogenic factors like changes in land cover, contri-
bute to various risks [1], including floods. Water resources
have been essential for human survival since ancient times
[2], but they also pose a latent threat. Floods are among the
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most destructive natural hazards, caused by factors such as
river overflow, reservoir breaches, and intense rainfall of
both short and long durations [3].

Floods can cause the destruction of property, disrupt the
economy, damage the environment, and pose health risks, as
contaminated water supplies can cause wound infections and
disease [4]. Therefore, monitoring and predicting their mag-
nitude is crucial to mitigate further damage [5]. Geographic
Information Systems and hydrological–hydraulic models
have advanced flood hazard and risk assessments [6].

Hydrological models are valuable tools for studying
the impact of climate change and implementing flood pre-
diction measures [7,8]. These models predict the future
flow patterns and represent hydrological processes [9].
Concentrated hydrological models treat the study basin
as a single unit, using average values for calculations [7].
By doing so, these models account for the spatial and tem-
poral variability in large watersheds [10].

Hydrological models play a crucial role in understanding
historical changes in water systems [11]. Concentrated hydro-
logical models are commonly used in non-gauged watersheds
as they require less data, typically on a monthly or yearly
basis [10]. Pereira et al. [12] evaluated an IPH II concentrated
hydrological model and found that it outperformed semi-
distributed models when using Clark’s method for the Pompa
River in Brazil. In another study, Vargas and Monroy [13]
assessed the behavior and uncertainty of soil conservation
service (SCS), Snyder, and Clark synthetic unit hydrographs
for three watersheds in the Cauca Valley. The unit hydro-
graphs exhibited similar combinations, and the peak flow
calculation closely matched the observed values. Similarly,
in the Cunculen and Tutuven watersheds in Chile, Pizarro-
Tapia et al. [14] compared three synthetic unit hydrographs
and found that the Snyder and Temez hydrographs displayed
similar timing and peak flows.

Regarding the hydraulic simulation of floods, Quiroga
et al. [15] conducted flood simulations in Hydrological Engi-
neering Center River Analysis System (HEC-RAS) using data
from a hydrometric station and a 90m digital elevation
model (DEM). Ongdas et al. [16] simulated floods using a
10 m DEM, historical flood data, and images. Elkhrachy
et al. [17] performed flood simulations with a 30m DEM
and used rainfall images at a resolution of 0.1° for flow data.
The objective of this study was to identify flood hazard
zones in Culiacan, Mexico, using three hydrological models
in the H-T-R basin. This has focused on investigating the
predictive behavior of established models and assessing
the extent of flooding at the river confluence in a 1D within
a network of rivers and validate them geospatially.

2 Study area

The Culiacan River (CR) basin is located in northwestern
Mexico and covers an approximate area of 15,731 km2.

It has an average watershed length of 875 km and is
situated between the coordinates of 105°41′ and 108°4′West
longitude, and 24°24′ to 26°24′ North latitude. This basin is
the second most significant watershed in hydrological
region No. 10 within the northwest administrative region
of Mexico. It consists of three main tributaries: H-T-R and
the CR.

The Tamazula River originates in the Sierra Madre
Occidental in the state of Durango and flows for 107 km
until it reaches the Sanalona hydrometric station. In the
lower part of the watershed, it joins the Humaya River,
forming the CR in the city of the same name.

Starting since 1991, the Tres Rios Urban Development
(TRUD) project in Culiacan has led to transformations in
the river and its banks, including dredging, deforestation,
and construction in flood-prone zones for roads, bridges,
housing, tourist facilities, and commercial areas [18]. The
confluence of H-T-R gives rise to the CR, which passes
through the center of Culiacan city. The CR stretches for
621 meters from the confluence to the diversion dam “Ing.
Carlos Carvajal Zarazua.” Figure 1 depicts the location of
the tributaries section in the city center, where the one-
dimensional flood simulation was conducted.

3 Methods

In this study, four pluviometric stations were used: 25015-
Culiacan, 25033-El Varejonal, 10082-Tamazula, and 25081-
Sanalona II. These are the only stations that have maintained
daily rainfall records without a break from 1961 to 2018. The
data for the H-T-R basin and CR, as well as the maximum
gauging values from a station in Culiacan City, were provided
by the National Meteorological Service and the National
Water Commission. Table 1 presents the data used as inputs
for flood modeling.

The model predicts rainfall for return periods of 2, 5,
10, 25, 50, and 100 years, with the intensity determined for
each design storm. Subsequently, the SCS, Snyder, and
Temez synthetic unit hydrographs were used to calculate
runoff for the H-T-R tributaries, followed by HEC-RAS 1D
flow simulation. The simulation was validated through
probabilistic analysis of the CR gauging, as shown in
Figure 2.
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3.1 Field data preparation

The topographic configuration of the terrain and delimita-
tion of the H-T-R watershed was determined using 163
LiDAR scenes with a scale of 1:10,000. A DEM mosaic was
generated by combining these scenes for the delimitation
of the watershed. The LiDAR data with a horizontal resolu-
tion of 5 m and a vertical resolution of 1 cm were obtained
from the INEGI portal (www.inegi.org.mx/app/mapas). The
data covered the period from 2017 to 2021. Each DEM scene
had dimensions of 1,214 × 1,472 columns and rows in the bil
format. These scenes were then merged to create a mosaic
with dimensions of 19,294 × 19,577 columns and rows.

3.2 Estimation of the probability of
precipitation and return period

Hydrological–hydraulic models are used to determine the
frequency of extreme events, typically measured in years.
This frequency represents the likelihood of an event of
equal or greater magnitude of occurrence [24]. The magni-
tude of the phenomenon is inversely related to its fre-
quency of occurrence [25]. In this study, annual maximum
series statistics were used to estimate the 24-h rainfall
values for various return periods, including 2, 5, 10, 25,
50, and 100 years.

The pluviometry stations provided continuous daily
records spanning the period from 1961 to 2018. The time
series was divided into two parts: 1961 to 1989 and 1990 to
2018 for calibration and validation purposes. The Hydrognomon
tool was used to analyze the historical series from each
station using different distributions, such as Normal,
Gumbel, Pearson III, and log-Pearson III. Subsequently, the
Kolmogorov–Smirnov test was conducted to assess the good-
ness of fit between the observed data and the theoretical
distributions. TheDmax coefficient was used as a comparison
metric to identify the best fit between the observed and
theoretical distributions. The theoretical distribution with

Table 1: Variables used as input data for flood modeling

Variable Quantity Resolution Resource

Rainfall stations 4 24 h (1961–2018) [19]
Flow gauging station 1 24 h (1961–1989) [20]
DEM 163 1:10,000 [21]
Edaphological maps 1 1:250,000 [22]
Land use/land
cover maps

1 1:250,000 [23]

Figure 1: Urban area of the city of Culiacan is a study area for flood simulation.
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the lowest Dmax coefficient indicates the closest match to the
observed data.

3.3 Average precipitation and runoff
constants

The delimitation of the watershed was performed using
HEC-HMS for the H-T-R basins, which coincided with the
intersection of watersheds from INEGI and CONAGUA that
it was performed to calculate the average precipitation
using Thiessen polygons in ArcGIS [26]. Additionally, the
diversion dam in Culiacan can be seen in Figure A1 and
extends from the upper watershed to the reservoir curtains.

To further enhance the analysis, soil type classifica-
tion, estimation of the curve number (CN) coefficient, and
land use/land cover data from the VII series of INEGI were
integrated to align with traditional CN tables [27].

3.4 Synthetic unit hydrograph

The synthetic unit hydrograph (HUS) is a graphical repre-
sentation of the direct runoff generated at the outlet
of a watershed in response to an effective precipitation
event. It is derived based on pluviometric (precipitation)
and hydrometric (streamflow) records specific to the
watershed of interest [28]. The primary objective of
the HUS is to estimate the hydrological response of the

watershed for different return periods associated with
rainfall events.

The HUS is typically developed using empirical for-
mulas that consider the morphometric characteristics of
the basin, such as its surface area, slope, and channel length.
These formulas provide an estimation of the hydrograph or
peak flow. The peak discharge (Qp) of the hydrograph is cal-
culated by multiplying the effective precipitation height (Pe)
by the discharge of a unit hydrograph (qp). The unit hydro-
graph represents the direct runoff response of the watershed
to a unit of effective rainfall [28].

The United States SCS developed a widely used method
for synthetic hydrograph estimation, known as the CN
method (7) in equation (1). This method consists of two
main parts: (i) estimating the runoff volume from the pre-
cipitation and (ii) calculating the distribution of runoff
over time, including the peak flow rate [29]. The SCS
method has been applied to a wide range of watershed
sizes (ranging from 0.25 to 1,000 km2) and various climatic
zones, including both humid and desert regions, in rural
watersheds across the United States.

Using the HUS and empirical formulations like the CN
method, hydrologists and engineers can estimate the direct
runoff and peak flow characteristics of a watershed in
response to different rainfall events. These estimations
are valuable for flood forecasting, water resources man-
agement, and design of hydraulic structures:
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Figure 2: Methods.
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where Qp is the peak flow of the hydrograph. A is a
watershed area in km2. P is the maximum precipitation
designated by the time of concentration and design storm
intensity for each return period. CN is the curve number
coefficient; tc is a time of concentration and the design
storm intensity for each return period.

On the other hand, Snyder introduced the synthetic
unit hydrograph in 1938, the concept of synthetic unit
hydrograph by analyzing runoff conditions in numerous
watersheds. This procedure allows the analysis of water-
sheds with areas ranging from 10 to 10,000 km2 where
records are not available or reliable [30].

Snyder defined standard HU as the one where the rain-
fall duration tr is related to watershed delay tp. According
to units of equation (9), it is necessary to divide by ten to
express values introduced in equation (2) in m3 s−1. How-
ever, prior to execution of that equation, a series of calcu-
lations must be followed to obtain the peak flow per area
qp (equation (3)), type time tp (equation (4)), delay time tr
(equation (5)), and regularized peak time tpR (equation (6)).
The maximum regularized flow per SUH drainage unit qpR
in equation (7). The base time tb in equation (8); the effec-
tive precipitation Pe in equation (9), and the width in hours
of the hydrograph at a flow rate equal to 50 or 75% of the
maximum flow rate W50 and W75 in equations (10) and
(11), respectively.
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where A is the watershed area in km2; S is the channel
slope in m/m; L is the main channel length from the
watershed to the point of interest in km; Lc is the distance
between the outlet station and the watershed gravity
center in km; peak flow is qp expressed in m3 s−1 mm−1;
Cp is the dimensionless coefficient, established by Linsley
(varies between 0.56 and 0.69), which indicates the lower
the slope, the lower the value of the coefficient; Pe is the
effective precipitation; tp is the peak time in hours; tb is
the base time in hours; qpR is a regularized peak flow
per drainage unit of the synthetic unit hydrograph; tpR is

Figure 3: Historical series of maximum annual rainfall.
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a regularized peak time in hours; P is the maximum pre-
cipitation designated by concentration time and design
storm intensity for each return period; and N is the CN
coefficient.

The Temez triangular hydrograph (equation (12)) is
similar to that of the SCS. The main difference is the appre-
ciation of delay time from concentration time. Its validity
has been tested in different climatic environments in Spain
and in a basin smaller than 2,000 km2. This requires the
calculation development of delay time tr (equation (13)),
peak time tp (equation (14)), and base time tb (equation (15)):
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The main criteria for the selection of these unit hydro-
graphs are watershed size, climate, and slope. In this study,
watersheds have a medium-sized surface area of 634.08
and 817.32 km2 and slight slopes of 0.11 and 3.57% for
Humaya and Tamazula watersheds, respectively, with
mainly agricultural land.

3.5 Flood simulation

The HEC-RAS is a hydraulic modeling software developed
by the U.S. Army Corps of Engineers [31]. The program
solves the St Venant equations for 1D and 2D as the diffuse
wave equations by finite volume [32].

The simulation used geometric data from the DEM of
Culiacan. Manning’s roughness coefficient was calculated
using a digital mapping of land use and vegetation. The
flow data required by HEC-RAS were the Qp values of the
three empirical hydrological models, for return periods 2,
5, 10, 25, 50, and 100 for the H-T-R basins.

HEC-RAS 6.0.3 and HEC-geoRAS tools were used to per-
form a 1D hydraulic simulation of the H-T-R. The sum of
individually simulated contributions for H-T-R calculates
the free fragment of the CR. A 3 kilometer-wide marginal
strip was assigned to cover the floodplain zone of the three
rivers. The floodplain zone of the three rivers covered a
3 kilometer-wide marginal strip, a separation between cross
sections of 500m distance between cross-section for H-T-R
and 100m in the CR.

3.6 Validation

Uncertainty hydrological models in flood simulation eval-
uated their ability to represent reality [33]. Model valida-
tion evaluates its predictive capacity by comparing the
actual and predicted values [34]. Standard deviation (σ)
estimates the variation generated from a hydrological
simulation. The correlation coefficient (R2) measures how
well the model fits the hydrometric station data [35,36].
The root-mean-square error (RMSE) in equation (16)
measures the magnitude of average error in modeled
values. While the Nash–Sutcliffe efficiency (NSE) index
in (equation (17)) evaluates the reproductive power of
the hydrological models [37,38]. In addition, the kappa
index evaluated the spatial concordance of the flood
maps [39,40] in equation (18).
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where n is the sample number, fn is the simulated flow rate;
rn is the observed flow rate from a hydrometric station; r̅
represents the average observed flow rate.
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Table 2: Evaluation of the fit of theoretical distributions to precipitation series

Station Kolmogorov–Smirnov x2

Pearson III Log-Pearson III Gumbel Pearson III Log-Pearson III Gumbel

Culiacan 0.041 0.061 0.095 2.59 1.62 12.97
El Varejonal 0.081 0.093 0.106 4.28 6.93 15.14
Sanalona II 0.107 0.069 0.097 4.76 2.59 7.17
Tamazula 0.056 0.052 0.057 3.19 3.73 3.46
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where r is th number of rows of the matrix, ann is the
number of observations in row n and column n. an+, a+n
represents the marginal total in row n and column n,
respectively, and m represents the total observations.

4 Results and discussion

Figure 3 shows the historical behavior of maximum annual
rainfall in stations 25015-Culiacan, 25033-El Varejonal, 10082-
Tamazula, and 25081-Sanalona II. Between 1962 and 1964,
heavy rainfall events occurred in Culiacan, resulting in a
historic flood that isolated the city. The initial peak of preci-
pitation coincided with the rains on December 10, 1963, which
led to increased river flow [41].

Another significant rainfall event took place between
2012 and 2014 when Hurricane Manuel hit the Mexican
Pacific coast. The effects of the hurricane were also felt on
the coasts of Sinaloa, including Culiacan, between September
18 and 20, 2013. The rainfall contribution during this event
was recorded as 258mm at the Culiacan station [42].

To evaluate precipitation patterns, theoretical distri-
butions such as Gumbel, Pearson III, and log-Pearson III
were applied. The Kolmogorov–Smirnov and chi-square
tests were used to assess the goodness of fit for each station
(as shown in Table 2). The results indicated that the
Pearson III distribution provided the best fit for most sta-
tions, while the log-Pearson III distribution was the best fit
for all stations.

The CN coefficient, which is used to estimate runoff,
was determined by intersecting the soil type and land use/
land cover maps. The maps were aligned with the hydro-
logical soil group (GSH) established by the SCS and incor-
porated into the CN calculations (see Table A1). Both the
H-T-R and CR basins had CN values close to imperviousness
due to the presence of water bodies, urban areas, and
predominantly agricultural soils.

The synthetic unit hydrograph equations were solved
using the SCS, Snyder, and Temez methods, as seen in Table 3.
The results for the H-T-R basins and the combined flows of the
two tributaries for Culiacan (CR) are shown in Table 3. The
simulated flows for the CR varied across the three models: SCS

Table 3: Peak flows for H-T-R and CR basins, calculated by SCS, Snyder, and Temez methods at different return periods and observed flow in m3 s−1

Tr Humaya Tamazula Culiacan Flow Observed

SCS Snyder Temez SCS Snyder Temez SCS Snyder Temez

2 645.7 243.6 1139.0 784.5 387.4 1402.7 1430.2 631.0 2541.7 783.58
5 727.3 274.4 1282.8 968.8 478.4 1732.3 1696.1 752.8 3015.1 944.80
10 795.6 300.1 1403.2 1135.4 560.7 2030.2 1931.0 860.8 3433.4 1034.16
25 895.4 337.8 1579.3 1398.8 690.8 2501.0 2294.2 1028.6 4080.3 1133.39
50 978.9 369.3 1726.6 1636.6 808.2 2926.4 2615.5 1177.5 4653.0 1199.68
100 1069.9 403.6 1887.2 1913.9 945.2 3422.2 2983.8 1348.8 5309.4 1260.79

Figure 4: Observed and simulated flows by Snyder, SCS, and Temez during return periods.
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Figure 5: One-D flood scenario in HEC-RAS at return periods of 2, 5, 10, 25, 50 and 100 years for SCS, Snyder, and Temez models.
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(1430.2–2983.8m3 s−1), Snyder (631–1348.8m3 s−1), and Temez
(2541.7–5309.4m3 s−1).

The models used in the study were compared and vali-
dated against field measurements obtained from the hydro-
metric station located at the confluence of the H-T-R. This
station had data available from 1961 to 1989. Figure 4 illus-
trates that both the SCS and Temez models tend to over-
estimate the flow at the confluence of the CR, with Temez
showing higher magnitudes.

Figure 5 displays the scenarios for return periods of 2,
10, 25, 50, and 100 years using the three models. In the SCS
model, flood zones are observed as the return period
increases, with flooding occurring over the Musala Island
area. These results can be attributed to the urban develop-
ment project TRUD, which involved bifurcation and dred-
ging works in the Tamazula River [43]. For return periods
of 50 and 100 years, flood zones are observed upstream of
the H-T-R confluence.

The Snyder model shows optimal flood hazard scenarios,
with overflowing of the Tamazula River observed in the
island area. However, on the other hand, the Temez model
exhibits catastrophic scenarios even for return periods as low
as 2 years. The minimum flood depth in the urban area is set
at 1mm. Simulated flood depths are deeper in the upstream
areas, particularly upstream from the Musala Island bifurca-
tion on the Tamazula River, with values of 11.82m for SCS,
9.76m for Snyder, and 13.5m for Temez.

Flood scenarios were then simulated for both the H-T-
R basins and the CR up to the diversion dam. Table 4 shows
the inundation area for the three models at each return
period from Tr 2 years to 100 years. The SCS model observes
an increase in ratio of approximately 83%. However, for the
Snyder model, the approximate accretion ratio was 90%. On
the other hand, the Temezmodel showed an average increase
of 83% in the flooded area.

The performance of simulated models was evaluated
from metrics σ, R2, MAE, and RMSE. They were validated
quantitatively and spatially using NSE and Kappa index,

respectively. The observed flow belongs to a gauging point
located upstream of the dam, at “The black bridge.”However,
the readings ceased to be recorded in 1989, which allows us to
evaluate the models with 1961–1989 validation data, which
are presented in Table 3.

Table 5 shows the behavior of the models. The calcu-
lated results are more dispersed in the Temez model, fol-
lowed by SCS, while the Snyder model presents results
closer to each other. The correlation between the calcu-
lated and simulated flow shows a higher correlation with
the SCS model, over the Snyder and Temez models.

The NSE shows that the Snyder model presents better
predictive power over the SCS and Temez models, where
its negative results suggest average as the best predictor.
The Kappa index specifically, for the 100 year simulations,
shows better agreement of the area flooded by the Snyder
(kappa = 0.9895), SCS (kappa = 0.8534), and Temez (kappa =
0.7155) models. This reinforces the results by NSE that des-
ignate that the Snyder model is the best fit for the flood
simulations in H-T and Culiacán Rivers.

Similarly, the absolute error (MAE) and RMSE are
lower for the Snyder model, followed by SCS and Temez.
In addition, MAE accuracy shows higher precision (92.65)
for Snyder, in contrast to 63.17 and 47.65% for SCS and

Table 5: Validation metrics of the evaluated models

Model

SCS Snyder Temez

Index error σ 583.85 312.40 1040.10
R2 0.97 0.94 0.94
NSE −51.12 0.19 −321.28
Kappa 0.8534 0.9895 0.7155
MAE 1099.06 114.30 2779.40
RMSE 1162.44 144.76 2890.60

Accuracy MAE % 63.17 92.65 47.65
RMSE % 61.04 90.69 45.56

Table 4: Area in km2 of the floodplain of the SCS, Snyder, and Temez
models for each hydrological model

Flood area in km2 per model

TR SCS SNYDER TEMEZ

2 2.415 1.693 4.864
5 2.894 1.814 5.913
10 3.453 1.915 6.603
25 4.313 2.091 7.487
50 5.095 2.278 8.142
100 5.897 2.579 8.767

Table 6: Flow simulation by Snyder hydrograph since 1961–1989 and
1990–2018 rain data

TR Flow simulates the Snyder model

1961–1989 1990–2018

2 723.95 590.10
5 864.79 727.03
10 989.75 850.50
25 1183.92 1045.30
50 1356.53 1220.91
100 1555.14 1425.27

Geospatial simulation of flood-prone areas  9



Temez, respectively. A similar case for RME accuracy
(90.69%) for Snyder compared to 61.04 and 45.56% for
SCS and Temez, respectively.

Figure 6 illustrates the geospatial validation between
the Snyder model simulation and the observed flows for
return periods of 2, 5, 10, 25, 50, and 100 years. The compar-
ison demonstrates the spatial similarity between the mea-
sured precipitation values and gauging data from 1961
to 1989.

The Snyder hydrograph presents a better predictive
compartment of the calculated model regarding actual
flow data. Table 6 shows the flow simulated by the Snyder
hydrograph at return periods from precipitation values
from 1961 to 1989 and from 1990 to 2018. The simulations
of both precipitation sets show a correlation R2 = 0.9998,
RMSE = 122.58, and NSE = 0.947.

The predictive power of flooding was evaluated for the
three models. A synthetic unit hydrographs are empirical
models. The main difference between either results is the
physical condition of H-T basin in comparison with the
physical condition of the basins with which the models
were validated.

The SCS model resembled greater similarity input char-
acteristics to the H-T basins’ physical properties. However, it
was a big area basin that accounted for the resulting over-
estimation of runoff for this model. Similarly, for the Temez
hydrograph model, the overestimation of runoff is attrib-
uted, as well as the area, to the H-T basin’s gentle slopes,
because it is the lower part of the total watershed. On the
other hand, the Snyder hydrograph model was built to solve
for large catchments and thus has performed better when
validated with observed flow. This may indicate variations
between models.

5 Conclusion

The geospatial evaluation of three hydrological models for
river overflow simulation in Culiacan led to the following
conclusions.
1. The study analyzed the temporal and spatial behavior of

the hydrological models using data from the pluviometry
stations 25015-Culiacan, 25033-El Varejonal, 10082-Tamazula,
and 25081-Sanalona II. These stations were the only ones
with continuous records, and it was enough to provide
essential information for understanding the rainfall pat-
terns in the region. Due to the behavior being similar, geos-
patial and temporality were among them.

2. The Kolmogorov–Smirnov fit evaluation indicated that
the Pearson III distribution provided the best fit for the
rainfall data. This distribution was found to be suitable
due to the seasonal nature of precipitation, particularly
during the summer season.

3. Three hydrological models, namely, SCS, Snyder, and
Temez, were tested in the H-T-R basin. The Snyder
model demonstrated a better fit in terms of statistical
metrics such as σ, RMSE, NSE, and the kappa index. On
the other hand, the SCS model showed the best fit in
terms of R2, while the Temez model exhibited higher
overestimation for flood simulations in Culiacan City.

4. Flows calculated from precipitation data by HU models
SCS, Snyder, and Temez presented R2 of 0.97, 0.94, and
0.94, respectively. In addition, the NSE values of −51.12 for
SCS; 0.19 for Snyder; and −312.28 for Temez. Thus sug-
gested that Snyder hydrograph was the best runoff trans-
formation model for large, gently sloping watersheds.

5. The validation of the hydraulic simulation of flooding in
HEC-RAS presents the Kappa index of 0.8534, 0.9895, and

Figure 6: Geospatial validation between the Snyder model calculated and flow observed in 1961–1989.
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0.7155 for SCSC, Snyder, and Temez, respectively. The
geospatial validation reinforces arithmetical validations,
where Snyder presents a better fit.

6. The Hec-Ras simulation highlighted the areas of over-
flow in the Tamazula River, particularly near its conflu-
ence with the Humaya River and the island formed by
bifurcation. These overflow zones were observed for the
100 year return period, indicating the potential flood
risks in these areas.

Overall, the study provided valuable insights into the
behavior of the hydrological models and their perfor-
mance in simulating river overflow in Culiacan, empha-
sizing the importance of selecting appropriate models for
accurate flood prediction and management.
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Appendix

Figure A1: Basin delimitation for the hydrological model and Thiessen polygons.
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Table A1: Edaphological soil and land use/land cover for the assignment
of the curve number coefficient

Land use/land cover Humaya Tamazula

Soil
type

GSH CN Soil
type

GSH CN

Annual irrigated agriculture Hh C 73 Hh C 91
Vc C-D 73

Annual seasonal agriculture Hh C 85 Hh C 83
IC C 83 IC C 83
Re B 75 Re B 83
Vc C-D 85 Vc C-D 83

Human settlements Hh C 90 Hh C 90
IC C 90 IC C 90
Re B 82 Vc C-D 90
Vc C-D 92 Be C 90

Oak forest Re B 83
Water body IC C 99 IC C 99

Re B 99 Re B 99
Hh C 99

Induced grassland Hh C 79 Hh C 79
Vc C-D 84 Vc C-D 84

Re B 69
Low caducifolious forest IC C 70 IC C 70

Re B 70 Re B 70
Vc C-D 70 Vc C-D 70

Hh C 70
Be C 70

Medium subcaducifolious
rainforest

Re B 70 Re B 70

No apparent vegetation Hh C 94
Re B 94

Shrubby secondary
vegetation of low
caducifolious forest

Hh C 70 Hh C 70
IC C 70 IC C 70
Re B 70 Re B 70
Vc C-D 70 Vc C-D 70

Be C 70
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