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ABSTRCT

Ergonomic workstation design is crucial to prevent work-related musculoskeletal disorders.
Many researchers have proposed multivariate analysis for human accommodation. However, no
multivariate anthropometric analysis exists for the Mexican population. This study compares
common multivariate human accommodation approaches (e.g. principal component and arche-
typal analyses) and clustering techniques (e.g. k-means and Ward’s algorithm) with the classical
percentile-based univariate accommodation approach, using the Chi-squared goodness-of-fit
test and the McNemar’s test. The theoretical accommodation percentage obtained by multivari-
ate approaches was higher than those obtained by the percentile univariate approach consider-
ing the central 98% data. k-means and archetypal analysis obtained similar and the highest
accommodation values, followed by Ward's algorithm and principal component analysis. The
study findings can be deployed to assess the design of workstations in Mexico, such as elec-
tronic components assembly and crew designs, and the effects of different anthropometric
measurements in human accommodation.

Practitioner summary: Products and workplaces design are commonly based on the classical
univariate approach, using the extreme percentiles. In this study, multivariate approaches were
tested on dimensions for sitting workstations, and results showed a bigger accommodation level
in comparison to the univariate 1%-99% approaches.

Abbreviations: RHM: representative human model; DHM: digital human model; PCA: principal
component analysis; AA: archetypal analysis (AA); PCs: principal components; FA: factor analysis;
RSS: residual sum of squares; SSE: sum of squared estimated errors; WA: Ward’s algorithm; DBI:
Davies-Bouldin index; CHI: Calinski-Harabaz index; Sl: silhouette index; SH: sitting height; EHS:
eye height, sitting; AHS: acromial height, sitting; PH: popliteal height; KHS: knee height, sitting;
BPL: buttock—popliteal length; BKL: buttock-knee length; FGR: functional grip reach; AD:
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1. Introduction

Products and workplace design should be user-
centred, meeting ergonomic and anthropometric prin-
ciples (Wichansky 2000). An understanding of human
variability, including body shape and size, is appropri-
ate to maximise usability and minimise any negative
effects on users (Hanson et al. 2009). Incorrect product
and workplace designs can lead to discomfort and
musculoskeletal disorder, primarily located in the neck,
shoulder, hand, wrist or back (Hanson et al. 2009). In
this context, anthropometric data can be helpful, as
their objective is the characterisation of the human

body using a set of body measurements, such as
length, height, width and circumference (Pheasant and
Haslegrave 2015).

Despite the importance of anthropometric data, it
is difficult to find and maintain accurate and up-to-
date databases, even in the most developed countries.
Detailed databases are simply not available for some
user populations or there may not be enough infor-
mation about target users. The majority of detailed
anthropometric databases are based on military popu-
lations, which are not representative of the wider
labour population, with few available datasets
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describing civilian  populations  (Pheasant and
Haslegrave 2015). Owing to human variability and the
lack of correlation between variables in ergonomic
design, individuals unsuited in one dimension may be
different from those unsuited in other dimensions
(Garneau and Parkinson 2016). Additionally, according
to anthropometric principles, all products and spaces
should be designed to accommodate the largest pos-
sible percentage of the user population (Dianat,
Molenbroek, and Castellucci 2018).

Traditionally, percentiles, templates and regression
models have been used for workplace accommoda-
tion. The use of percentile data is a univariate
approach that involves designing boundaries, such as
1 and 5% and 95 and 99%, that represent the
extremes of human dimensions (Haslegrave 1986;
Bittner 2000; Gordon et al. 1989). In a percentile invari-
ability context, the main disadvantage of this method
is that it assumes all dimensions of an individual in
the nth percentile to be in that percentile (Garneau
and Parkinson 2016; Vasu and Mital 2000). Another
disadvantage is that, except for the 50%, percentiles
are not additive (Robinette and McConville 1981;
Zehner, Meindl, and Hudson 1993). Templates consist
of a series of numeric data recommended for a spe-
cific human dimension (Garneau and Parkinson 2016).
By contrast, proportionality constants estimate a body
segment based on a ratio to another dimension, such
as height (Pheasant and Haslegrave 2015). However,
these approaches are often inaccurate for average
individuals, and people of the same height may have
different segment proportions  (Pheasant and
Haslegrave 2015; Lin, Wang, and Wang 2004). In
regression models, design limits are predicted from
multiple regression equations, which use the 5 or 95%
values for height and weight predictors (Brolin et al.
2016). Although regression design limits are additive,
the predicted values depend on the dimensions correl-
ation: low correlation yields design limits that are rea-
sonably close to the population mean (Gordon,
Corner, and Brantley 1997).

Multivariate approaches have been applied as an
alternative to univariate and bivariate approaches, on
the basis that it is critical to represent how a person
fits within a given space at the design stage (Young
et al. 2008). This can be done by identifying the repre-
sentative models of the subjects’ anthropometry, usu-
ally called ‘cases’, which represents a set of body
dimensions that are to be accommodated in the
design (Young et al. 2008; da Silva, Zehner, and
Hudson 2020). The representative human model
(RHM) and digital human model (DHM) have been

used to evaluate the human-workstation interaction,
so the iterative process of design evaluation, diagnosis
and revision can be more rapidly and economically
performed (Jung, Kwon, and You 2009).

In the multidimensional consideration of anthropo-
metric diversity, two general-purpose strategies have
been used to improve physical accommodation
through workplace design; namely, design based on
boundaries or distributed cases (Brolin et al. 2016;
Jung, Kwon, and You 2010). The use of boundary
methods is based on the same principle of identifica-
tion of the extreme users in the approach of inclusive
design: boundary cases are points located at the edge
of a population distribution (Brolin et al. 2016). This
approach assumes that the use of manikins — as repre-
sentative critical test models in the design and evalu-
ation of ergonomic workplaces — can be useful in the
accommodation of the less extreme population
(Bertilsson, Hogberg, and Hanson 2012). Conversely,
distributed cases are scattered throughout the distri-
bution (Brolin et al. 2016).

If the objective of the product/environmental
design is to accommodate people within a designated
percentage of the population, boundary cases are pre-
ferred. Contrarily, if the goal is to create a multiple-
size design - i.e. adjustable workstations and clothes -
the use of distributed cases is recommended (Brolin
et al. 2016; Epifanio, Vinué, and Alemany 2013).
Additionally, distributed cases can also decrease the
risk of missing key areas when using boundary cases
(Brolin et al. 2016).

Two of the most common boundary methods used
in anthropometry are the principal component ana-
lysis (PCA) method, proposed by Bittner et al. (1987),
and the archetypal analysis (AA) method (Epifanio,
Vinué, and Alemany 2013). Bittner et al. (1987) devel-
oped CADRE, a family of manikins for workstation
design, and the models were improved in 2000
(Bittner 2000). Zehner, Meindl, and Hudson (1993) sim-
plified Bittner's multivariate approach for US Air Force
cockpit design, in which an ellipsoid was adjusted to
cover a desired percentage of the total dispersion
points obtained using the three principal components
(PCs), and the boundary individuals were found on
the intersection axis and midpoints of the ellipsoid
(Brolin, Hogberg, and Hanson 2012). Body size repre-
sentative cases that could ensure the desired level of
accommodation when used appropriately in specify-
ing, designing and testing new aircraft were obtained
(Brolin, Hogberg, and Hanson 2012; Hudson and
Zehner 1998). Gordon, Corner, and Brantley (1997)
applied PCA to 12 dimensions of the ANSUR |



database to define extreme torso sizes and shapes for
the design of integrated body armour and load-bear-
ing systems. Young et al. (2008) constructed 26 repre-
sentative models for the HSIR database based on the
three PCs and obtained better results than the per-
centile method spread across all measurements. In
more recent studies, Guan et al. (2012), applied PCA
to human accommodation to obtain the boundary
cases for cab design. The percentile values (5th and
95th) were found to be inside the adjusted ellipsoid,
concluding that the boundary cases on the surface
ellipsoid exhibited a higher accommodation level.
Essdai et al. (2018) compared the results obtained
using the percentile method and PCA analysis for the
95% confidence interval, and concluded that PCA-
based design provided more comfortable accommoda-
tion. Biswal and Dahiya (2019) identified 26 boundary
individuals from six parameters critical to cockpit
design, applying PCA to the IAF aircrew anthropom-
etry survey of 2013 and fitting 96% of the tar-
get population.

Comparisons of the results of PCA and factor ana-
lysis (FA) in human shape clustering have been made,
and differences were found at a significance level of
0.005 (Jianwei et al. 2010). However, this strategy
needs to be used carefully because extreme subjects
that are difficult to accommodate could be excluded
from the designs (Vinué et al. 2014). Brolin et al.
(2016) concluded that using the PCA algorithm as a
boundary strategy may be problematic when analy-
sing datasets with weak correlation, such as facial
dimensions (Hudson and Zehner 1998). Some limita-
tions and recommendations for using this approach
were presented by Friess (2005).

Archetypes are another way of identifying boundary
human models. Epifanio, Vinué, and Alemany (2013)
proposed a methodology that assumes several ‘pure’
individuals were on the ‘edges’ of the data, and that
all other individuals were considered to be a mixture
of theses pure types (Epifanio, Ibanez, and Simo6 2018).
This approach has also been used to identify human
body shapes (Simo et al. 2020; Abdali et al. 2004).

Although the goal of distributed methods is not to
cover the complete distribution of data with a number
of well-chosen clusters, they have been tested in
anthropometric data analysis to identify different body
shapes (Brolin et al. 2016). A review of some clustering
techniques in anthropometric data analysis was pre-
sented by Abdali et al. (2004). Brolin et al. (2016) ana-
lysed the diversity in body size by identifying test
cases using three different clustering techniques (k-
means, hierarchical clustering and Gaussian mixture
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models) and concluded that implementing PCA - to
reduce dimensionality before clustering the anthropo-
metric data — could be useful in identifying clusters
when considering the most important part of the var-
iances. Brolin et al. (2016) also suggested that setting
the representative case of a cluster as the furthest
individual from the population centre could help in
identifying the distribution boundaries.

da Silva, Zehner, and Hudson (2020) compared the
number of subjects captured by the univariate and
multivariate approaches in the accommodation of the
Brazilian Air Force pilots’ anthropometry. The study
concludes that the boundary cases multivariate
method for accommodation of the central 90% enve-
lope for the Brazilian Air Force Crew was better than
the percentile univariate method. The comparison was
made by identifying the individuals that satisfy all the
anthropometric limits identified by each method and
using Chi-Squared and McNemar's statistical test.

The aim of this study is to compare the RHM of the
population of northwest Mexico obtained through dif-
ferent multivariate approaches to the classical univari-
ate-percentile approach. The obtained models will be
available for ergonomic design, so that designers can
compare their products and workplaces to the data
presented and modify them, if necessary. To the best
of our knowledge, there have been no similar studies
of the Mexican population.

2. Background

Multivariate accommodation was introduced in
anthropometric analysis in the 1980s. Its goal was to
reduce datasets to a manageable size and achieve bet-
ter addressing accommodation by removing known
noisy variables (Hsiao 2013).

2.1. Boundary approach: PCA

PCA is a linear transformation that converts data into
a new dimensional space, such that the new set of
variables are linear functions of the original data and
are uncorrelated. The aim of the method is to reduce
the data dimensionality while preserving as much vari-
ability as possible (Jolliffe 2002).

Once PCA is computed, the number of components
is selected by considering as much explained variance
as possible. Generally, two or three components are
chosen to reduce or simplify the case selection as this
will represent the total variability by 70% or above
(Robinette 2012). PCs can also be chosen based on
eigenvalues; according to Jolliffe (2002), Hudson and
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Zehner (1998), Zehner, Meindl, and Hudson (1993) and
da Silva, Zehner, and Hudson (2020), an eigenvalue is
a statistical measure of the explained variance and val-
ues over 1.0 often indicate a meaningful PC. When
considering two PCs, eight boundary cases can be
determined: four at the axis intersections and four in
each quadrant midpoint. If three PCs are included, 14
boundary cases can be calculated: six at the axes
intersections and eight at the octant midpoints
(Zehner, Meindl, and Hudson 1993). The procedure to
identify the boundary individuals is described in detail
in Zehner, Meindl, and Hudson (1993) and Brolin,
Hogberg, and Hanson (2012).

2.2, Boundary approach: AA

AA was introduced to anthropometric data analysis by
Cutler and Breiman (1994) who classified six head
dimensions. According to Epifanio, Vinué, and
Alemany (2013), in multivariate analysis, where an nxm
matrix, X, represents a dataset with n registers and m
dimensions, the objective of AA is to find a kxm
matrix, Z, that defines k archetypal characteristics.
Mathematically, this can be expressed as finding two
nxk coefficient matrices, « and f, that minimise the
residual sum of squares (RSS) (Epifanio, Vinué, and
Alemany 2013).

n k

RSS =) IX — > wz’
i=1 j=1
n k n

=2 W= o> Byl U
i=1 j=1 =1
where Z}; aj=1, > ,B;=1 and only positive
values of oj; and f; are admitted.

As the number of archetypes should be the input
of the analysis, the elbow rule has been widely used,
choosing the best k-value in grouping individuals. This
involves plotting a dissimilarity metric, such as the RSS
for different k-values. The graphical interpretation
implies that when the k-value approaches the real
number of groups, the sum of squared estimated
errors (SSE) declines rapidly; when the k-value exceeds
the real number of groups, the SSE continues to
decline but more slowly (Yuan and Yang 2019).

2.3. Distributed cases methods

Cluster analysis is considered to be an unsupervised
learning technique and can be classified as either hier-
archical or partitional (Jain 2010). Hierarchical algo-
rithms can be agglomerative (starting clusters

consisting of one object), such as Ward’s algorithm
(WA) or divisive (starting clusters containing the com-
plete dataset, subsequently divided into smaller clus-
ters) (King 2015). Partitional algorithms identify all
clusters simultaneously and refine the initial data parti-
tions to obtain a given number of clusters (Jain 2010;
King 2015), such as k-means, the most widely used
partitional method (Saitta, Raphael, and Smith 2008;
Saxena et al. 2017).

Clustering results can be compared by analysing the
difference between clusters (separation) and the similar-
ity between observations within clusters (compactness);
the more compact and separated the clusters are, the
better the clustering results are (Jegatha Deborah,
Baskaran, and Kannan 2010). Some indexes, such as the
Davies—Bouldin index (DBI) (Davies and Bouldin 1979),
Calinski-Harabaz index (CHI) (Calinski and Harabasz
1974) and silhouette index (Sl), have been proposed for
clustering evaluation (Rousseeuw 1987).

2.3.1. Ward’s clustering

WA is an agglomerative method based on a minimal
sum-of-squares criterion. It forms clusters using the
minimal distance between objects and cluster cent-
roids (Equations 2 and 3) (Murtagh and Legendre
2014; Konishi 2014). This algorithm starts with n one-
element subsets (Ward 1963). In each iteration, two
clusters are merged into a new subset, so the evalu-
ation of the objective function for each of the n(n —
1)/2 possible unions of subsets is required to select
the groups to be merged (Ward 1963). Classification
analyses have been performed in different areas by
implementing WA (Rampado et al. 2019; Tagliabue
et al. 2016; Chang et al. 2009).

2.3.2. k-Means clustering

To compute the k-means algorithm, the initial mean
cluster values are required. These can be randomly
selected or based on historical data. These data are
then used to compute the first iteration where the
algorithm assigns each individual to the closest clus-
ter. Once all individuals are assigned to the best clus-
ter, new cluster means are calculated and a new
iteration is computed with the updated cluster means.
The objective of the algorithm is to minimise the
squared error between the empirical mean of a clus-
ter, 1, and the observations, x;, into cluster, Cj,
defined by (Jain 2010):

> b=l (2)

X,'ECk

where k is the number of clusters. The function to be
optimised is the sum of the squared error over all the



Table 1. Anthropometric dimensions.
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Anthropometric dimensions

Sitting height (SH)

Eye height, sitting (EHS)

Acromial height, sitting (AHS)

Popliteal height (PH)

Knee height, sitting (KHS)

Buttock—popliteal length (BPL)
of the right knee juncture

Buttock-knee length (BKL)

Functional grip reach (FGR)

Between a sitting surface and the top of the head

Vertical distance from the sitting surface and the ectocanthus landmark on the outer corner of the right eye
Vertical distance from the seat surface to the acromion

Vertical distance from a footrest surface to the back of the right knee

Vertical distance between a footrest surface and the suprapatellar landmark at the top of the right knee
Horizontal distance between a buttock plate placed at the most posterior point on either buttock and the back

Horizontal distance between a buttock plate placed at the most posterior point on either buttock and the
anterior point of the right knee
Horizontal distance between the vertical plane of the back and the centre of a dowel gripped in the right hand

of a subject standing erect with the back against a wall and the arm and hand extended forward horizontally

clusters, given by (Jain 2010):

K
oD bl (3)

k=1 x;eCy

The main limitations of k-means is that the squared
error decreases as the number of clusters increases
(Jain 2010), and its reliability can be reduced when
analysing high-dimensional data, owing to using the
Euclidian distance (Saitta, Raphael, and Smith 2008).
Several studies have used k-means to cluster
anthropometric data (Suhardi, Khairina, and Fahma
2017; Niu, Li, and Xu 2009) after applying PCA for data
reduction (Jianwei et al. 2010; Lee, Chao, and Wang
2013; Zakaria et al. 2008; Vishnu Vardhana Rao, Kumar,
and Brahmam 2013).

3. Materials and methods

In this section, the anthropometric survey conducted
for this study is described. Additionally, the statistical
data analysis, including the univariate and multivariate
approaches, is described.

3.1. Anthropometric survey

To obtain the anthropometric information of the
population of northwest Mexico, a survey was con-
ducted between 2010 and 2015. A total of 2603 male
participants were randomly selected for the survey.
Subjects included graduate and postgraduate stu-
dents, professors and industrial workers between 18
and 61years old, who resided in northwestern Mexico
at the time of the survey. Eight measurements were
taken from the complete anthropometric study (Table
1, Figure 1), according to the Gordon and associates
protocol (Gordon et al. 1989); five of them were
included in most of the multivariate anthropometric
analyses found in literature for the crew design (sitting
height, eye height sitting, acromial height sitting, knee
height sitting and buttock-knee length) (Zehner,

Meindl, and Hudson 1993; Brolin, Hogberg, and
Hanson 2012; Biswal and Dahiya 2019; Jianwei et al.
2010) and sitting workstations. Buttock-popliteal
length and popliteal height sitting were also consid-
ered to define the seat length and leg vertical space.
Functional grip reach was chosen as the most similar
to thumb-tip dimension. All participants wore tight
clothes to mitigate measurement errors.

3.2. Measurement process and instruments

Anthropometric measurements were taken while sub-
jects sat with knees flexed at 90°, based on the
Gordon and associates protocol (Gordon et al. 1989).
A three-segment vertical Martin anthropometer, of
2100 mm in length and 1 mm precision, was used to
obtain the required dimensions. This instrument is
part of the anthropometric kit Clarita I. The measure-
ments were taken using a chair of variable height and
length of 85cm. Only trained individuals comprised
the measuring team. To assure the ability of the meas-
urers and reliability and accuracy of the survey, meas-
urements were obtained twice. If the difference
between the measured values was below 2%, the
average was registered (Lopez et al. 2019).

3.3. Data analysis

3.3.1. Univariate analysis

To compare univariate and multivariate analysis
results, the data were standardised using the normal
distribution, and 1, 5, 10, 25, 50, 75, 90, 95, and 99%
were calculated on each dimension (Table 2). The
mean, standard deviation and maximum and min-
imum values were also calculated. All variable values
were expressed in cm. The nearest neighbours to the
1 and 99% were determined using the
Euclidean distance.
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. Sitting height (SH)
: Eye height, sitting (EHS)
: Acromial height, sitting (AHS)

: Popliteal height, sitting (PHS)
: Knee height, sitting (KHS)

: Buttock-popliteal length (BPL)
: Buttock-knee length (BKL)

: Functional grip reach (FGR)

Figure 1. Anthropometric dimensions (Adapted from Gordon et al. 1989).

Table 2. PCA coefficients, eigenvalues and percentage of explained variance.

AD PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8

SH 0.42 035 —0.07 —0.15 —0.03 —0.37 —0.12 0.72
EHS 0.38 0.43 0.05 —0.13 0.02 —0.22 —0.44 —0.64
AHS 0.34 0.45 0.01 —0.10 —0.08 0.51 0.63 —0.08
PH 0.28 —0.40 —0.50 —0.21 —0.36 —0.40 0.36 —0.22
KHS 0.36 —0.31 —0.46 —0.17 033 0.54 —0.37 0.09
BPL 0.29 —0.34 0.56 —0.21 —0.58 0.23 —0.21 0.07
BKL 0.34 —033 0.47 —0.10 0.64 —0.24 0.29 —0.07
FGR 0.39 —0.09 —0.02 0.91 —0.09 —0.01 —0.02 —0.01
Eigenvalues 3.46 2.16 1.02 0.53 0.27 0.25 0.20 0.10
% Explained variance 43.31 26.98 12.71 6.68 3.37 3.12 2.55 1.30
Cumulative % 4331 70.28 82.99 89.67 93.04 96.16 98.70 100.00

AD: anthropometric dimension; SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting; PH: popliteal height; KHS: knee height, sitting;
BPL: buttock-popliteal length; BKL: buttock-knee length; FGR: functional grip reach.

Table 3. Basic statistics, n = 2603.

AD Mean Standard deviation Minimum Maximum
SH 89.46 3.26 75.50 101.10
EHS 78.53 3.61 64.00 90.10
AHS 61.02 3.12 50.30 73.60
PH 44,62 3.18 29.40 54.50
KHS 54.01 3.20 32.20 67.50
BPL 47.94 3.23 35.00 67.40
BKL 59.32 3.63 40.00 72.20
FGR 87.47 433 66.70 103.20

AD: anthropometric dimension; SH: sitting height; EHS: eye height; sitting;
AHS: acromial height; sitting; PH: popliteal height; KHS: knee height, sit-
ting; BPL: buttock-popliteal length; BKL: buttock-knee length; FGR: func-
tional grip reach.

3.3.2. Multivariate accommodation models
The multivariate analysis was performed in two
phases: the boundary approach and the distributed
approach. In the boundary approach, PCA and AA
were implemented. Contrarily, the k-means and WA
were applied for the distributed approach. All variable
values were expressed in cm.

In PCA, the eight anthropometric dimensions were
transformed to a new dimensional space, where all com-
ponents were orthogonal to one another, so that the

normality of data did not need to be met. The first three
PCs were used to define the body models (Table 3), as
the first three components accounted for 82.99% of the
total variance — more than the commonly used variabil-
ity cut-off point of 70% - and their eigenvalues were
over 1.0. PC1, which was positive and accounted for
43.31% of the total variation, predicted the overall body
size. PC2, accounting for 26.98% of the variation, con-
trasted the dimensions correlated with the torso
(SH, EHS and AHS), lower limbs (PH, KHS, BPL and BKL)
and arm reach (FGR). PC3, accounting for 12.71% of the
variation, contrasted the calf (PH and KHS) and leg
dimensions (BPL and BKL).

Next, the PCA scores were standardised using the
normal distribution, and the central 98% sphere -
with mean = 0 and standard deviation = 1 - was
adjusted to the data, adapting the procedure used by
Robinson, Robinette, and Zehner (1992) for the 2D
PCA analysis to the 3D PCA analysis. Jolliffe (2002)
indicates that using a renormalisation of the PC scores
is helpful in the analysis of anthropometric data as it
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Figure 2. Theoretical boundary cases obtained by PCA.

improves identification of outliers. The boundary cases
were represented by the subjects close to the edge of
the sphere; hence, a total of 14 boundary cases were
identified on the sphere contour. Six of them were at
the axes intersections and eight cases were found at
the midpoint of each sphere octant (Figure 2).

From the boundary cases on the intersection axes,
the real boundary subjects were identified by selecting
the nearest neighbour to the case within the sphere,
based on the Euclidean distance (Spencer 2013). For
octant midpoints, data were segmented into each
octant. The Euclidean distance from the midpoint
boundary case to every subject in the corresponding
octant was computed. The midpoint boundary case’s
nearest neighbour was chosen as the real midpoint
boundary case.

AA was performed in RStudio, using the
Anthropometry Package developed by Vinué (2017).
The analysis was performed assuming that anthropo-
metric data could be approximated using a normal
distribution (Pheasant and Haslegrave 2015). Owing to
the number of archetypes (k) being unknown in AA,
the analysis was performed for k=2, ..., 14 arche-
types. The best k-value was determined by applying
the elbow rule to the RSS values (points after which
the RSS starts decreasing in a linear way). The real
boundary cases were defined by the nearest neigh-
bours to the archetypes, based on the
Euclidean distance.

The second part of the analysis is related to the dis-
tributed approaches: k-means and WA. Clustering ana-
lysis was performed on an exploratory basis to find the
best subset conformation, considering k=2, ..., 14
cases. High values of Sl and CHI were preferred, whereas
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low values of DBl were desirable (Davies and Bouldin
1979; Calinski and Harabasz 1974; Rousseeuw 1987).
Once the total population was clustered, the represen-
tative individual of each cluster was determined. In
order to achieve results based on a boundary approach,
as suggested by Brolin et al. (2016), the furthest individ-
ual from each population centre was selected.

All the multivariate analyses were performed on the
central 98% data, which were obtained from the
adjusted sphere using the PCA approach. Then, for
both boundary and distributed approaches, the per-
centile for each anthropometric dimension was calcu-
lated based on the complete dataset.

3.3.3. Univariate and multivariate approaches
comparison

The comparison of univariate and multivariate
approaches was based on the procedure followed by
da Silva, Zehner, and Hudson (2020). To determine the
differences in the accommodation level obtained by
the univariate and multivariate analysis, the 1 and
99% limits were identified for each approach. For the
univariate approach, real individuals closest to the 1%
and 99% values were defined as the approach limits.
For the multivariate approaches, the minimum and
maximum anthropometric values obtained from all
the cases were selected as the limits for the approach.

In univariate and multivariate approaches, once the
limits were identified, each subject in the original
database was compared with those limits. A subject
was considered accommodated when all their
anthropometric dimensions fell within the limits. The
resulting accommodation percentage obtained for
each approach was compared with the desired level
of accommodation (98% = 2551 subjects).

The error (A-E) was computed by subtracting the
expected (E) from the achieved (A) accommodated sub-
jects. Positive values indicated that more subjects were
accommodated than expected. Two statistical tests
were performed: Chi-squared and McNemar's tests. The
Chi-squared test (¢« = 0.05) was used for the goodness of
fit to determine how well each method estimated the
intended accommodation percentage. A p-value of 0.05
was used for testing the null hypothesis (Ho): the model
holds for all categories (accommodated vs. not accom-
modated); Ho is rejected if p-values of the Chi-squared
test were smaller than 0.05 (the Chi-squared statistic
value was close to the right end). McNemar's test was
used to examine if the difference between the achieved
accommodation of each method were statistically sig-
nificant, using matched paired data. If p-value was
smaller than o«=0.05, the null hypothesis that the
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Table 4. Anthropometric dimension (cm) for the basic percentiles (n = 2603).

Theoretical Real subjects
AD 1% 5% 10% 25% 50% 75% 90% 95% 99% 1% 99%
SH 82.05 84.20 85.30 87.30 89.50 91.60 93.52 94.80 97.15 80.0 96.1
EHS 70.00 72.60 74.00 76.20 78.30 81.00 83.20 84.50 87.05 69.0 84.2
AHS 54.00 56.00 57.10 59.00 61.00 63.10 64.90 66.04 69.00 543 67.3
PH 38.15 39.67 40.58 4230 44.50 46.80 49.00 50.10 51.70 36.5 50.3
KHS 47.05 49.00 50.20 51.90 54.00 56.10 58.20 59.20 61.25 48.0 62.0
BPL 41.00 43.00 44.00 45.70 47.80 50.00 52.02 53.20 55.65 41.0 52.1
BKL 50.00 53.60 55.00 57.00 59.50 61.70 64.00 65.10 67.45 52.5 66.6
FGR 77.50 80.50 82.00 84.60 87.40 90.20 93.12 94.60 98.15 79.0 94.9

AD: anthropometric dimension; SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting; PH: popliteal height; KHS: knee height, sitting;
BPL: buttock-popliteal length; BKL: buttock-knee length; FGR: functional grip reach

proportions of subjects captured by each approach
were equal, was rejected. In this test, all the multivariate
analyses were compared to the percentile
approach results.

In summary, the multivariate procedure followed
these steps: (1) standardising data; (2) reducing dimen-
sionality; (3) finding boundary cases; (4) finding real
boundary/distributed cases and (5) comparing the
results of the univariate and multivariate approaches.

4. Results
4.1. Univariate analysis

The basic statistics (mean, standard deviation, min-
imum and maximum values) shown in Table 3 and
Table 4 show the basic percentile values for the com-
plete dataset. The closest individual to the 1 and 99%
is also shown in Table 4; those values were defined as
the univariate-percentile approach limits. Figure 3
shows the real subjects near to the theoretical 1-99%.

4.2. Multivariate analysis

4.2.1. PCA cases

The closest individual according to the minimum
Euclidean distance to the intersection and midpoint
cases was defined as the real boundary case. The cor-
responding percentile values for the cases obtained
using PCA are shown in Table 5 and Table 6 present
the variable values. Minimum and maximum values
were identified and set as the multivariate-boundary-
PCA limits. Cases A and B are defined by PC1, big and
small individuals respectively, while cases C and B are
defined by PC2 contrasting torso and lower limbs. PC3
defines cases D and E, contrasting the leg and calf
sizes. Cases G, J, K, and N are closer to the big sizes,
while cases H, |, L, and M are closer to the small sizes.
Figure 3 shows the 14 PCA real boundary cases.

4.2.2. Archetypal analysis

The RSS for k=2, ..., 14 archetypes was obtained and
plotted (Figure 4); three points of inflection were
defined using the elbow rule: k=4, 6 and 10 arche-
types. Tables 7 and 8 show the percentile and variable
value for each k-value analysis. Minimum and maximum
values were also determined and set as the multivari-
ate-boundary-AA limits. For k=4, case 4 was related to
the big size and cases 1 and 3 contrast torso and lower
limbs. For k=6, cases 3 and 5, were related to the over-
all size, while cases 4 and 6 contrast torso and lower
limbs. For k=10, cases 2 and 8 referred to the overall
size, while cases 2, 5, 9 and 13 were similar to cases D,
A, C and J obtained by PCA approach. Figure 3 shows
the boundary cases for k=4, 6, 10 and 14.

4.2.3. Distributed models

To select the number of distributed cases, the SI, DBI
and CHI values were obtained for k=1, ..., 14 cases
(Figure 5). In k-means, the best k-values were 3, 6, and
10 according to the Sl and CHI calculations, and 7, 6
and 13 were recommended based on the DBI values.
For WA, k-values of 3, 4, and 11 were recommended
by the SI, 3 and 5 by the CHI calculations, and 11, 12
and 13 were recommended by the DBI calculations.
The best or second-best k-value according to each
index was chosen to complete the multivariate ana-
lysis (k-means: 3, 6 and 10; WA: 3, 5 and 11). Boundary
cases obtained for k=14 were also included to com-
pare the values with results obtained by the PCA
approach. The following sections describe the results
for both algorithms for the recommended k-values.

4.2.3.1. k-Means. Figure 3 shows the boundary cases
for k=3, 6, 10 and 14; percentile and variable values
are presented in Tables 9 and 10, respectively.
Minimum and maximum values were also identified.
For k=3, Case 3 corresponds to small size; while cases
3 and 4, and 2 and 1 for k =6, contrast the overall size and
torso and lower limbs, respectively. For k=10, cases 2 and
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Figure 3. Boundary cases for univariate and multivariate approach.

1, and 8 and 9 contrast the overall size and torso and
lower limbs, respectively. For k=14, cases 7 and 11, 6 and
10, and 1, contrast the overall size, the torso and lower
limbs, and the calves and legs, respectively.

4.2.3.2. Ward'’s algorithm. Figure 3 shows the bound-
ary cases for k=3, 5, 11, and 14, and percentile and
variable values are presented in Tables 11 and 12,
respectively. Minimum and maximum values were
also identified.

For k=3, cases 1 and 3 refer to the big and small
sizes. For k=5, cases 4 and 5 correspond to big and
small sizes, while cases 1 and 2 contrast torso
and lower limbs. For k=11, cases 4 and 11, 7, and 9,
and 1, contrast the overall size, the torso and lower
limbs, and the calves and legs, respectively. For k=14,
cases 5 and 6 are related to the big size, while case 4
refers to the small size; cases 12 and 13 contrast torso
and lower limbs, and cases 7 and 9 contrast the calves
and legs.
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Table 5. Percentile values for the PCA cases, n = 2603.

Anthropometric dimension

Case SH EHS AHS PH KHS BPL BKL FGR
A 98 94 98 96 99 90 98 96
B 79 92 97 3 2 3 6 16
C 1 4 6 1 2 5 3 1
D 2 2 2 86 93 96 86 87
E 44 73 50 10 20 95 89 61
F 42 37 75 95 97 1 12 25
G 94 99 100 13 40 84 83 34
H 57 39 77 67 <1 45 33 59
| 2 2 1 41 13 84 77 17
J 79 85 42 48 88 100 99 70
K 98 89 87 93 52 7 23 99
L 46 39 65 26 45 53 <1 70
M 1 2 1 81 45 33 1 27
N 70 24 42 97 100 79 73 100

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.

Table 6. Variable values for PCA cases, n = 2603.

Anthropometric dimension

Case  SH EHS  AHS  PH KHS BPL  BKL  FGR
A 9.1 842 673 503 620 521 666 949
B 921 836 670 386 475 418 538  83.1
C 82.0° 721 562 37.6° 475 426 526 776
D 824 713 546 481 587 535 632 924
E 800 807 610 406 513 533 637 887
F 888 773 631 500 598 440 550 846
G 945 877° 691° 411 532 511 628 857
H 900 775 633 460 350° 475 577 885
I 825 710 534* 439 504 512 620 834
J 921 822 604 445 577 576° 672° 897
K 96.2° 830 645 492 542 432 567 969
L 89.1 775 622 426 536 482 400 897
M 820 707 540 474 536 465 507 848
N 912 760 604 505° 644° 505 615  99.5°

aMinimum values. ®"Maximum values.

All dimensions are in centimetres (cm).

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.
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Figure 4. RSS for AA k=2, ..., 14

Table 7. Percentile values for k=4, 6, 10, and 14 archetypes
(AA), n=2603.

Anthropometric dimension

k Case SH EHS  AHS PH KHS  BPL  BKL  FGR

60 82 60 2 2 34 26 17
5 1 Il 27 34 7 6 7
21 36 14 71 89 98 98 84
99 929 95 98 929 69 80 97

6 19 48 28 14 14 2 4 65
28 21 19 87 84 30 43 17
5 16 3 7 4 8 7 <1
2 9 4 46 58 96 99 78
98 95 98 97 100 91 98 96
89 87 99 1" 14 34 24 13
10 38 20 10 99 98 60 54 <1
10 21 21 <1 <1 5 3 2
1 1 1 82 45 32 1 27
93 98 100 22 73 92 95 91
28 29 54 99 <1 100 <1 48
2 7 3 45 35 53 92 8
93 94 80 99 929 95 96 98
8 7 12 86 90 93 90 100
62 61 78 20 32 <1 5 80
14 74 77 54 66 76 8 42 45
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SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height, KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.

4.3. Univariate and multivariate accommodation
percentage comparison

The resulting accommodation percentage obtained for
each approach is shown in Tables 13 and 14. The
expected number of subjects to be accommodated
(i.e. individuals that meet all the anthropometric
dimension limits) for the central 98% accommodation
envelope and the error of estimation for each
approach are also presented. The univariate-percentile
approach provided for 1881 subjects out of the 2603
population, resulting in a loss of 26%, whereas the
multivariate approaches accommodated 87-92% of
the population. This enclosure difference is due to the
~83% explained variance accepted when choosing
the three PCs for the analysis.

The goodness-of-fit test results are shown in
Table 15. Large Chi-squared values, close to the upper
limit indicate that the model does not fit well, there-
fore, all null hypotheses are rejected. In other words,



all the approaches failed in accommodating the
intended range of subjects (p-value <0.05).

McNemar's test was conducted by comparing the
proportion of subjects provided by the percentile
approach and each of the multivariate analyses. The p-
value obtained for the multivariate-distributed Ward

Table 8. Variable values for k=4, 6, 10 and 14 archetypes

(AA), n=12603.

Anthropometric dimension

k Case SH EHS AHS PH  KHS BPL BKL FGR
4 1 903 817 61.8 384* 475 466 571 834
2 843 708 5731 427 527 433 539° 81.2°
3 869 773 578 463 578 547° 663° 917
4 96.3° 87.0° 66.1° 512° 618° 495 623  955°
6 1 867 784 593 412 507 41.1* 532°  89.1
2 876 757 584 481 570 463 587 834
3 842 751 5557 400° 487% 434 541  76.0°
4 82.8% 738 556 443 546 534° 671° 907
5 96.1° 842° 673 503° 620° 521 666  94.9°
6 934 825 676° 408 507 466 568 827
10 1 885 756 572 525° 606 487 597  66.7°
2 854 757 586 36.1° 453* 427 526 785
3 820 707 540° 474 536 465 507 848
4 941 859 693° 422 559 524 653 932
5 876 766 613 519 455 580° 456  87.2
6 97.8° 89.6° 624 441 569 444 573  86.1
7 83.0 735 554 442 528 482 644 816
8 940 840 636 514 614° 532 656° 964
9 850 734 574 480 579 525 639 100.9°
10 904 795 634 420 525 376° 534 910
14 1 915 811 613 459 561 436 586 869
2 824 713 546 481 587 535 632 924
3 880 793 622 411 528 472 583 888
4 800 789 618 408 528 422 527 876
5 940 840 636 514 614° 532 656° 964°
6 876 766 613 51.9° 455 580° 456 872
7 90.0 784 620 513 572 525 640 @ 84.1
8 8167 689° 536° 455 536 483 581 849
9 854 757 586 36.1° 453 427 526 785
10 8.4 747 570 450 502 517 623 932
11 824 750 636 515 582 414* 60.1  90.0
12 942° 86.8° 692° 401 526 471 590  85.1
13 935 822 648 445 558 535 638 925
14 879 760 585 485 563 456 548 7647

Minimum values. ®"Maximum values.

All dimensions are in centimetres (cm).

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.
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Figure 5. Silhouette, Davies—Bouldin and Calinski-Harabaz plots.
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analysis for k=3, suggested that the proportion of
accommodated subjects was similar to that of the uni-
variate percentile, whereas the rest of the tests
showed no statistical significance for accommodation
ability. Analysing the odds ratio, when compared with
the multivariate distributed k-means approach for
k=14, the odds of not being accommodated using
the percentile approach were 85.50 times greater.

Table 9. Percentile values for k=3, 6, 10 and 14 k-means
cases, n=2603.

Anthropometric dimension

k Case SH EHS AHS PH KHS  BPL BKL FGR
3 1 79 72 56 100 99 97 93 98
2 100 929 100 21 41 40 50 86

3 1 3 6 1 2 5 3 1

6 1 1 2 2 87 94 96 86 88
2 1 3 6 1 2 5 3 1

3 96 91 81 98 99 94 98 100

4 63 38 84 3 2 <1 1 6

5 2 18 73 22 53 99 98 62

6 100 98 100 36 75 75 79 98

7 1 80 93 98 3 2 3 6 15
2 98 95 98 97 100 91 98 96

3 5 3 8 36 38 6 1 <1

4 1 1 80 99 92 2 59 73

5 13 15 16 98 1 100 28 47

6 59 62 50 95 98 100 100 93

7 100 98 100 36 75 75 79 98

8 10 21 21 <1 <1 5 3 2

9 1 2 2 87 94 96 86 88

10 87 71 85 13 10 100 46 47

14 1 2 31 18 20 16 96 93 35
2 58 56 100 54 30 99 96 95

3 38 20 10 99 98 60 54 <1

4 <1 <1 <1 50 22 62 41 17

5 100 98 100 36 75 75 79 98

6 1 3 6 1 2 5 3 1

7 929 929 95 98 99 69 80 97

8 63 38 84 3 2 <1 1 6

9 20 14 20 68 72 3 2 9

10 1 2 2 87 94 96 86 88

1 929 29 100 16 49 10 22 46

12 65 86 65 92 97 99 100 98

13 63 91 85 97 93 1 22 86

14 83 85 72 18 <1 43 41 33

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.
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Table 10. Variable values for k=3, 6, 10 and 14 k-means
cases, n=2603.

Table 11. Percentile values for k=3, 5, 11 and 14 Ward's
algorithm cases, n = 2603.

Anthropometric dimension

Anthropometric dimension

k Case SH EHS AHS PH  KHS BPL BKL FGR k  Case SH EHS AHS PH KHS BPL BKL FGR
301 920 806 615 544° 613° 540° 645° 96.5° 31 % 91 81 98 99 94 98 100
2 976° 874> 709° 421 533 471 593 921 2 100 98 100 36 75 75 79 98
3 820" 72.1% 562° 37.6° 475° 426° 526° 776° 3 1 3 6 1 2 5 3 1
6 1 824 713* 546 481 587 535 632 924 5 1 4 61 60 6 14 23 <1 24
2 82.0° 721 562 37.6° 475 426 526 @ 776° 2 1 2 2 87 9% % 86 88
3 951 833 637 508° 61.1° 528 665 101.0° 3 100 98 100 36 75 75 79 98
4 905 775 640 387 476 397° 504> 810 4 9% 91 81 98 99 94 98 100
5 833 753 629 422 542 550° 66.8° 887 5 1 3 6 1 2 5 3 1
6 994> 855° 707° 435 560 50.1 622 960 1M1 63 91 85 97 93 1 22 86
10 1 921 836 670 386 475 418 538  83.1 2 4 61 60 6 14 23 <1 24
2 9.1 842 673 503 620° 521 666 949 3 29 92 87 95 89 23 63 95
3 842 720 567 435 530 430 517 735° 4 % 91 81 98 99 94 98 100
4 824° 700° 63.6 51.5° 582 41.4° 60.1 90.0 5 1 2 1 41 12 85 78 17
5 860 750 580 50.8 46.1 585° 573  87.1 6 <1 < <1 50 22 62 41 17
6 90.2 796 610 497 604 569 685° 936 7 63 38 84 3 2 <1 1 6
7 994> 855° 707° 435 560 501 622  96.0° 8 100 98 100 36 75 75 79 98
8 854 757 586 36.1° 453% 427 526 785 9 1 2 2 87 9% % 86 88
9 824 713 546 481 587 535 632 924 10 8 88 94 98 36 100 1 %
10 930 805 642 410 500 576 590  87.1 11 1 3 6 1 2 5 3 1
14 1 829 768 582 420 509 533 646 858 14 1 99 9 9% 21 39 85 82 56
2 90.1 79.1 694 449 524 557° 656 944 2 100 98 100 36 75 75 79 98
3 885 756 572 525° 606 487 597  66.7° 3 23 19 54 7 < 14 15 15
4 803" 67.1° 53.0° 446 516 489 585 834 4 1 3 6 1 2 5 3 1
5 994> 855 707° 435 560 50.1 622  96.0 5 9% 91 81 98 99 94 938 100
6 820 721 562 376 475 426 526 776 6 98 95 98 97 100 91 98 %
7 93 87.0° 661 512 61.8° 495 623 955 7 63 91 85 97 93 11 22 86
8 905 775 640 387 476 397° 504> 810 8 4 61 60 6 14 23 <1 24
9 868 747 585 460 558 420 519 818 9 99 92 87 95 89 23 63 95
10 824 713 546 481 587 535 632 924 10 1 2 1 41 12 85 78 17
11 970 862 690 415 539 439 566  87.0 1 <1 < <1 50 22 62 41 17
12 907 823 622 490 597 556 705° 963° 12 63 38 84 3 2 <1 1 6
13 905 832 641 504 586 441 566  92.1 13 1 2 2 87 % % 86 88
14 925 822 628 417 431*° 474 585 856 14 86 88 94 98 36 100 1 9%

aMinimum values. "Maximum values.

All dimensions are in centimetres (cm).

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.

From the multivariate-boundary-AA results, it can be
inferred that the odds of not being accommodated
using the percentile approach were 0.48 and 0.4 times
lower than the odds of not being accommodated by
the k=4 and k=6 AA approaches, respectively.

5. Discussion

Univariate and multivariate approaches were used to
obtain the RHM. An advantage of using multivariate
over univariate-percentile approaches is that extreme
real individuals can be identified, so the 1 and 99 per-
centiles nearest neighbour were determined. The real
human representative models, confirmed that the
anthropometric dimension percentile values are not
necessarily the same for all the dimensions, as stated
by Garneau and Parkinson (2016) and da Silva, Zehner,
and Hudson (2020).

Results suggested that the accommodation per-
centage obtained by the multivariate-boundary-PCA

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.

approach enclosed 87% of a central 98% sphere, 15%
more than that obtained by the univariate-percentile
approach, corroborating the multivariate higher
accommodation level obtained by Guan et al. (2012)
and Essdai et al. (2018). Similar results of the PCA ana-
lysis presented in this study were also obtained by da
Silva, Zehner, and Hudson (2020). Their study reveals
that the accommodation percentage for multivariate-
PCA was 9% less than expected and 12% higher than
the univariate-percentile accommodation percentage
for the male population, considering two PCs, 85% of
explained variance, and a 90% ellipse, using six
anthropometric  dimensions  required for the
crew design.

Even though the goodness-of-fit test suggested
that all the approaches considered in this study pre-
sent a significant difference between the desired
accommodation percentage and the captured percent-
age, one method was superior to the others by analy-
sing the Chi-squared values (low Chi-squared values
are preferred). Results of the Chi-squared values



suggested that k=10 was the most precise AA ana-
lysis, accommodating 92% of the population. In the
case of the multivariate distributed k-means and WA,
the smallest Chi-squares values were obtained with
k=14, capturing 92 and 89% of the population,
respectively. The AA and k-means showed a small dif-
ference in the accommodation percentage. Comparing
the results of all the approaches, univariate and multi-
variate, the most precise approach in estimating the

Table 12. Variable values for k=3, 5, 11 and 14 Ward's algo-
rithm cases, n =2603.

Anthropometric dimension

k  Case SH EHS AHS PH KHS BPL  BKL  FGR

301 951 833 637 508° 61.1° 528° 66.5° 101.0°
2 994> 855° 707° 435 560 50.1 622  96.0
3 82.0° 721 562° 37.6° 475° 426 526° 77.6°
5 1 890 795 618 397 507 456 43.7° 844
2 824 713" 546° 481 587 5357 632 924
3 994> 855° 707° 435 560 50.1 622  96.0
4 951 833 637 508° 61.1° 528 66.5° 101.0°
5 820° 721 562 37.6° 475° 426° 526  77.6°
1 1 90.5 832 641 504 586 441 566  92.1
2 800 795 618 397 507 456 43.7° 844
3 975 835 645 498 578 456 605 945
4 951 833 637 508° 61.1° 528 66.5° 101.0°
5 825 710 534 439 504 512 620 834
6 803" 67.17 53.0° 446 516 489 585 834
7 905 775 640 387 476 397° 504 810
8 994> 855° 707° 435 560 50.1 622 960
9 824 713 546 481 587 535 632 924
10 928 826 657 507 529 674° 506 940
11 820 721 562 376° 475 426 526  77.6°
14 1 9.4 848 662 421 531 512 625  88.1
2 994> 855° 707° 435 560 501 622  96.0
3 871 755 613 399 406° 445 557  83.0
4 820 721 562 376 475 426 526  77.6°
5 951 833 637 508° 61.1 528 665 101.0°
6 9.1 842 673 503 62.0° 521 666° 949
7 905 832 641 504 586 441 566  92.1
8 890 795 618 397 507 456 437° 844
9 975 835 645 498 578 456 605 945

10 825 710 534 439 504 512 620 83.4
1 80.3° 67.1° 53.0° 446 516 489 585 834
12 90.5 775 640 387 476 39.7° 504 81.0
13 824 713 546 481 587 535 632 924
14 928 826 657 507 529 674° 506 94.0

3Minimum values. "Maximum values.

All dimensions are in centimetres (cm).

SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting;
PH: popliteal height; KHS: knee height, sitting; BPL: buttock-popliteal
length; BKL: buttock-knee length; FGR: functional grip reach.
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accommodation level was k-means (k= 14), followed
by AA (k=10), WA (k=14), PCA and finally univari-
ate percentile.

The McNemar's test suggested that the multivariate
approaches were more inclusive than the univariate-
percentile approach, when considering a large k-value
(close to 14). For a small k-value (k=3), the multivari-
ate-boundary and multivariate-distributed approaches
obtained similar accommodation percentages to the
univariate approach and lower when using AA. These
results agree with da Silva, Zehner, and Hudson
(2020), who found that the odds of not being accom-
modated for 90% of male were higher when using
percentile than using the PCA.

This study faced two main limitations. First, this
procedure was based on using the maximum and
minimum values to test the theoretical multivariate
accommodation percentage; this is still a univariate
way to perform the analysis. Therefore, the statistical
analysis in this study is not able to compare all the
data points simultaneously (da Silva, Zehner, and
Hudson 2020). A solution to this limitation would be
to test cases in real or simulated environments, which
is out of scope for this study. Second, only three PCs,
accounting for ~83% of the variability, were consid-
ered in the multivariate analysis to reduce the com-
plexity of the analysis and the dimensionality of the
original dataset; this impacted the multivariate accom-
modation percentage results.

Further, an advantage of using multivariate over
univariate approaches, is that the former can produce
models that can be used in more realistic and accur-
ate simulations and evaluation of workplace design.
This is done by using a combination of different per-
centile values excluding only the most extreme human
representations.

6. Conclusions and future work

Although  distributed-multivariate approaches are
mostly implemented to find values across the centre

Table 13. Univariate-percentile and multivariate-boundary PCA theoretical accommodation percentage, n = 2603.

Percentile

AD  Expected number Achieved number Univariate error (A-E) Accommodation, % Achieved number Multivariate error (A-E) Accommodation, %

SH 2551 2542 -9
EHS 2551 2434 =117
AHS 2551 2380 —171
PH 2551 2279 —272
KHS 2551 2232 -319
BPL 2551 2035 —516
BKL 2551 1973 —578
FGR 2551 1881 —670

PCA
97.7 2523 —28 96.9
93.5 2501 —50 96.1
91.4 2474 —77 95.0
87.6 2370 —181 91.0
85.7 2367 —184 90.9
78.2 2307 —244 88.6
75.8 2286 —265 87.8
723 2258 —293 86.7

AD: anthropometric dimension; SH: sitting height; EHS: eye height, sitting; AHS: acromial height, sitting; PH: popliteal height; KHS: knee height, sitting;
BPL: buttock-popliteal length; BKL: buttock-knee length; FGR: functional grip reach.



14 G. RODRIGUEZ VEGA ET AL.

404 ‘Y1bua| sauy-yd0nng yg ‘Yibus| |esyjdod-y201inq 1dg ‘Bunis ‘Wbivy aauy SHY ‘ybiay [eanjdod :Hd ‘Bunus ‘bisy |eiwoide

‘yoeas dub jeuonpuny
ISHY ‘bumis ‘Wbiay 94 :SHI “ybiay bums :HS ‘uoisuawip duRwodolyiue qy

£68 LeC— 17474 1’88 LSC— 61T 808 Ly — 01T (474 619— [43] 165C 454
S'06 9%1— GGET €68 9tt— T4Y4 8'l8 €r— 8¢Cl¢ 6'vL 109— 0S61 LSS M9
'c6 Lyl— i \i74 L6 91— SLEC S8 YOv— yA4N4 6'9L 65— 00T 1ss¢ 149
L'T6 8€L— 13874 9'l6 91— ¥8€¢C 7’68 0€C— (R4 X4 1’68 LEE— j4h44 LSST  SHMX
0'€6 oel— Lzve 0°€6 0€L— Leve 906 €6l— 8G€C €98 y0€— JAZ44 (14 Hd
796 w— 605¢C 796 w— 60S¢C 6'€6 01— la444 9'68 6LC— [4334 LSST  SHY
026 9C— 1414 06 9C— 1414 056 LL— \ZAZ4 S'€6 LLL— 143744 165C  SH3
7'66 LE 885¢C 766 L€ 885¢C 8'86 0¢ 1£ST 8'86 0¢ WAT4 1§ST HS
06 ‘UOIEPOWIWIONY  (3-Y) JOMD  JaqWINU 04 ‘UOEPOWIWONDY  (3-Y) JOLd  JQWINU  0p ‘UOIIBPOWIWONDY  (J-Y) JOM  JAQUINU 9 ‘UOIBPOWIWONIY  (I-y) Joud  Jaqunu  Jaquinu av
dleLeARN  PIASIYY dleLeAN  PaASIYY J1eURARINN  PAABIYIY dleleA N paAdIlydy  paradxy
vL=X LL=Y =Y €=
VM
8'l6 (4] e 68€C 6°€8 89¢— €81¢ '8 GGE— 9%L¢C 6'vL 09— 6¥61 L§ST 454
8'€6 60L— [4274 6'S8 vle— LETT 098 cle— 6£CC 9'9L 899 — €661 (8974 ™4
6 86— 13974 898 6C— 6S¢CC 688 LEC— 148 X4 1'¢8 ely— 8€LC LGST 1d9
696 6C— [44°74 68 0€C— Lzee L'€6 (4% 5 6£¥C 7’88 6vC— 0€T 974 SH)
8,6 S— 1474 906 €61— 8GEC L'V6 £8— ¥ove 06 0C— 6¥€C L§ST Hd
5’86 vl §9s¢C ¥'96 (474 60SC ¥'96 = 60SC 6’06 ¥8l— £9€T 8974 SHY
£'66 143 G8S¢C 0,6 9C— T414 0,6 9C— T4 6’76 18 0L¥¢C L§ST SH3
¥'66 LE 885C 7’66 LE 88SC 7’66 LE 885¢C £86 6 095C (974 HS
06 ‘UOIEPOWIWIONDY  (3-Y) JOMS  JaQWINU 0 ‘UOIEPOWIWIODDY  (3-Y) JOLD  JBQWINU  0p ‘UOIIBPOWIWOIDY  (3-Y) JOM3  J3quIinu 94 ‘UOREPOWIWODDY  (I-y) Jou3  Jaqunu  Jaquinu av
dleLeARN  PIASIYY dleLeARIN  PaASIYY d1BURARIN  PAAIYIY dleleAN  paAdIYdY  pardadx3
L= oL=y 9=y £=y
sueaw-y
L8 [4° 681l¢C L'16 7ol— L8EC 7’59 88— €01 9'€9 968— GSoL LGST 454
968 €CeE— 8¢t L'16 €91l— 88€C 8/9 18— 1A 89 LLL— vLLL L§ST ™4
5’88 LVT— 0€T 616 08— (WAZ4 00 6CL— [44:1} 0L ¥0L— L¥8l (8974 149
006 80C— 13274 ¥'56 89— €81¢ €eL 99— £L061 Vi GES— 910C L§ST SH)
806 (81— 9¢€C €96 vr— £0SC €vL £19— ve6l 7'8L 0LS— L¥0C LGST Hd
96 91— 8¢€¢C 696 6C— [44°74 ce8 G8E— 9lL¢ 608 v — S0Le L§ST SHY
S'C6 (4745 60¥7C 1’86 € 14114 818 1245 £0TT (449 LGL— 00¥C (8974 SH3
9C6 (0)4 e (R 74 066 9T L1ST 096 S— 661¢C 9'C6 orl— LL¥T L§ST HS
0 ‘UOIEPOWIWONY  (3-Y) JOMD  JaqWiNU 04 ‘UONEPOWIWIONDY  (3-Y) JOLd  JQWINU  0p ‘UOIIBPOWIWONDY  (J-Y) JOMD  JaQuINU O ‘UOIBPOWIWONY  (I-Y) Joud  Jaqunu  Jaquinu av
dleLeAN  PaASIYY dleLeARNN  PaASIYY dleURARINN  PAARIYIY dleleAny  paAdlydy  paradx3
vL=X oL=¥ 9= =

Vv

"€09¢ = U ‘9br3uadIad UOIRPOWWO0IIR [BD112I09Y} YA\ PUB SUBSW-Y PIINGLISIP-d1eLBAINW pue Yy-Alepunog-aieleAlniy "1 d|qel



ERGONOMICS 15

Table 15. Univariate and multivariate goodness-of-fit and McNemar's test results, n = 2603.

Intended accommodation

Accommodated subjects

Goodness-of-fit test McNemar's test

Approach Frequency % Frequency % Chi-squared  p-Value  Odds ratio®  p-Value
Univariate
Percentile 2551 98 1881 72 8808.66 0.0000
Multivariate boundary PCA
k=14 2551 98 2258 87 1684.60 0.0000 9.57 0.0000
Multivariate boundary AA
k=4 2551 98 1655 64 15,753.48 0.0000 0.48 0.0000
k=6 2551 98 1703 65 14,110.81 0.0000 0.40 0.0000
k=10 2551 98 2387 92 527.77 0.0000 24.00 0.0000
k=14 2551 98 2189 84 2571.45 0.0000 5.40 0.0000
Multivariate distributed k-means
k=3 2551 98 1949 75 7111.37 0.0000 133 0.0023
k=6 2551 98 2196 84 2472.96 0.0000 9.17 0.0000
k=10 2551 98 2183 84 2657.39 0.0000 12.78 0.0000
k=14 2551 98 2389 92 514.98 0.0000 85.50 0.0000
Multivariate distributed Ward
k=3 2551 98 1932 74 7518.68 0.0000 1.28 0.0146
k=5 2551 98 2104 81 3920.81 0.0000 3.19 0.0000
k=1 2551 98 2294 88 1296.06 0.0000 52.63 0.0000
k=14 2551 98 2324 89 1011.14 0.0000 64.29 0.0000

?0dds ratio for percentile.

of data, k-means and WA obtained similar models to
boundary approaches when the representative subject
of the cluster was identified as the furthest individual
from the centre data. The results validated that multi-
variate approaches obtain higher accommodation lev-
els when performing a theoretical accommodation
percentage comparison. Using distributed-multivariate
approaches and selecting the subject furthest from
the centre data as the real case, a higher number of
subjects can be accommodated.

Different model families were produced using dif-
ferent approaches; they can be compared with actual
products and adjustable workplace design - such as
cab design and automatic adjustable workstations
considered in Industry 4.0 - to help fit them to the
population of northwest Mexico.

Future studies could include evaluation of the
actual design of workstations, based on univariate
approaches, using the models obtained herein with
real-world or simulated-environment designs and
determine how available adjustments influence the
ergonomic risk. Additionally, subsequent studies could
consider different anthropometric dimensions - i.e. for
standing workstations, hand, foot and head models.
This study considered basic anthropometry; thus,
reproducing it using 3D anthropometry analysis and
range of motion could be of interest. This could be
helpful in simulation environments for designing, eval-
uating and improving products and workstations.
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